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A B S T R A C T

While most image inpainting methods perform well on small image defects, they still struggle to deliver
satisfactory results on large holes due to insufficient image guidance. To address this challenge, this paper
proposes an uncertainty-aware adaptive feedback network (U2AFN), which incorporates an adaptive feedback
mechanism to refine inpainting regions progressively. U2AFN predicts both an uncertainty map and an
inpainting result simultaneously. During each iteration, the adaptive integration feedback block utilizes
inpainting pixels with low uncertainty to guide the subsequent learning iteration. This process leads to a
gradual reduction in uncertainty and produces more reliable inpainting outcomes. Our approach is extensively
evaluated and compared on multiple datasets, demonstrating its superior performance over existing methods.
The code is available at: https://codeocean.com/capsule/1901983/tree.
1. Introduction

The objective of image inpainting is to restore missing areas in
corrupted images (Ma et al., 2022). This problem is fundamental in
computer vision and has practical applications in various fields, such
as object removal and photo restoration as shown in Fig. 1 (Li et al.,
2022). The primary goal of image inpainting is to generate visually
realistic and semantically plausible alternative content in the missing
regions that is coherent with the known available content (Jam et al.,
2021; Xiang et al., 2023; Zhang et al., 2022).

Image inpainting has been a topic of study for several decades,
and various solutions have been proposed. In the early stages, tra-
ditional methods were proposed to address this problem by prop-
agating information from known regions to unknown ones, a.k.a.,
diffusion-based methods (Bertalmio et al., 2003; Levin et al., 2003).
Alternatively, other methods attempted to recover missing areas by
copying pixels or patches from known regions, termed example-based
methods (Barnes et al., 2009; Xu & Sun, 2010). Though both diffusion-
based and example-based methods have been widely used for image
inpainting, they have limitations when dealing with non-repetitive and
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complex scenes, as they may lack the ability to capture high-level
semantics.

In recent years, great progress has been made in image completion
through the development of deep learning (Liu et al., 2018), with
impressive results achieved by using joint training with generative
adversarial networks (GANs) (Goodfellow et al., 2014). However, these
methods tend to generate boundary artifacts and inconsistent structures
when dealing with large holes, which are particularly challenging to fill
due to the absence of sufficient constraints (Li et al., 2020). Inspired by
the progress of cortical physiology (Hupé et al., 1998), researchers have
explored the use of feedback connections between higher- and lower-
order visual areas, and effectively reformulated image inpainting as a
curriculum learning problem (Guo et al., 2019; Li et al., 2020; Zhang
et al., 2018). Nevertheless, these methods have limitations, including
the high computational cost of performing progressive inpainting at
the pixel level and insufficient utilization of the feedback information.
While some researchers have utilized transformer-based models to
address the issue of large holes (Dong et al., 2022; Li et al., 2022),
these models often require a significant amount of data as they lack
prior inductive bias, as well as more computational resources.
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Fig. 1. Illustration of the image inpainting task with face and natural scenes.

In this regard, we present a new architecture for image inpainting
called U2AFN. The key components are the adaptive integration feed-
back block in the latent space and uncertainty estimation. The adaptive
integration feedback block integrates both low-level and high-level
information in an adaptive manner (Zamir et al., 2017). It refines low-
level information with high-level information to enhance the model’s
ability to reconstruct images. To extract trustworthy feedback informa-
tion, an uncertainty map illustrating the model’s aleatoric uncertainty
is estimated alongside the corresponding inpainting results (Kendall &
Gal, 2017). These maps are used to guide the generation process by en-
abling the model to identify successfully restored regions and treat re-
maining portions as new missing areas. By gradually strengthening the
constraints that determine the internal content, our method generates
semantically consistent results. Overall, our approach demonstrates
promising results in addressing the limitations of previous methods, as
well as improving image inpainting performance.

The main contributions of this work are summarized here:

• We propose an adaptive integration feedback block that adap-
tively integrates low-level and high-level information.

• We propose to estimate uncertainty maps to identify the re-
liable inpainting areas, using them as guidance to refine the
high-uncertainty regions in the next iteration.

• We integrate uncertainty estimation with the proposed adap-
tive integration feedback block, which enables training under a
curriculum learning strategy.

• We evaluate the performance of our model through both qual-
itative and quantitative experiments and demonstrate the su-
periority of our proposed method against other state-of-the-art
approaches on benchmark datasets.

2. Related work

In this section, we provide a brief discussion of existing literature
related to our proposed method.

Image inpainting. Image inpainting techniques can be broadly
classified into two categories: traditional and deep learning-based
approaches. Traditional approaches encompass diffusion-based and
example-based methods. Diffusion-based methods rely on propagating
information from neighboring pixels to the missing regions. However,
they only consider surrounding known pixels of holes, which renders
them unsuitable for background inpainting tasks and generating seman-
tically meaningful content (Bertalmio et al., 2000, 2003; Levin et al.,
2003, 2003). In contrast, example-based methods transfer similar and
relevant patches from known regions to unknown regions. However,
due to the searching and optimization processes involved, they can be
computationally expensive for high-resolution images (Barnes et al.,
2009; Darabi et al., 2012; Drori et al., 2003; Xu & Sun, 2010).

In recent years, deep learning-based image inpainting methods have
emerged as a promising solution to the above challenges. Pathak et al.
(2016) were the first to train a convolutional encoder–decoder network
using the adversarial training strategy, demonstrating the potential
2

of CNNs for image inpainting tasks. Iizuka et al. (2017) proposed
to enforce image coherency by using global and local context dis-
criminators, along with preserving rich high-frequency information
through Poisson blending. Yan et al. (2018), Yu et al. (2018) introduced
methods that are capable of allowing the model to copy or borrow
information from distant spatial locations of the images through feature
shift and contextual attention operations, respectively. Moreover, Liu
et al. (2018) addressed the issue of irregular masked images using
a partial convolutional layer and a mask-update operation. Hong
et al. (2019) proposed a fusion block to generate a flexible alpha
composition map for combining known and unknown regions for the
purpose of harmonically blending the restored image into existing
content. Xie et al. (2019) proposed a more effective learnable attention
map module for adapting arbitrary irregular holes and convolution
layer propagation. At the same time, Yu, Lin, et al. (2019) proposed
gated convolutions to solve the problem of vanilla convolution treating
all input pixels as valid ones. Li et al. (2020) proposed a recurrent
feature reasoning network that iteratively deduces the empty boundary
of the convolutional feature map and uses it as a clue for further
inferences. Zheng et al. (2021) proposed a global context modeling
network to capture the global contextual information effectively for
recovering images with heavy corruption. They also proposed a novel
deep multi-resolution mutual learning strategy, which can explore the
image information from different image resolutions and guide the im-
age inpainting process (Zheng et al., 2022). Liu et al. (2023) proposed a
novel framework for efficient high-resolution image inpainting, which
is based on parameterized coordinate querying and enables automatic
focusing on the masked region.

Furthermore, researchers have also explored the use of transformer-
based models to fill missing regions of images, leveraging their ability
to sense long-term dependencies. Li et al. (2022) efficiently processed
the high-resolution images by unifying the individual strengths of trans-
formers and CNNs. Dong et al. (2022) developed a powerful attention-
based transformer model that restored holistic image structures in
a fixed low-resolution sketch space. While transformer-based models
lack artificial pre-set prior knowledge, such as inductive bias, and
require large-scale data and more computational resources to achieve
performance comparable to CNN-based models, our study demonstrates
that pure CNN models driven by uncertainty estimation can outperform
transformer models.

The differences and advantages of our proposed method compared
to the above image inpainting methods are mainly reflected in the
following aspects. (1) While predicting the completion results, we also
predict uncertainty maps simultaneously. We design a new loss function
based on these uncertainty maps. This loss function can be used to
strengthen the constraints on the completion results. (2) We introduce
a feedback mechanism to address the learning difficulties caused by
large missing areas in the image. At the same time, we cleverly combine
the use of uncertainty estimation mentioned in the first point, allowing
the model to pay more attention to the areas with higher uncertainty
values in each iteration. (3) By combining the above two points, as
the number of feedback iterations increases, the completion results
gradually become explicit, making it easier for the model to learn how
to inpaint the image.

Feedback mechanism. Feedback mechanisms have been widely
deployed in computer vision tasks to enable networks to use output
information to rectify previous states (Li et al., 2020, 2019; Yiasemis
et al., 2022; Zamir et al., 2017). As a result, some researchers have
explored the use of feedback or analogous concepts in the context
of image inpainting. For instance, Zhang et al. (2018) proposed the
progressive generative networks (PGN), which breaks down the hole-
filling process into several phases and integrates them using an LSTM
framework. Guo et al. (2019) developed a full-resolution residual net-
work (FRRN), which uses a well-designed residual architecture to
progressively fill a hole. Oh et al. (2019) proposed an Onion-Peel net-
work, which can achieve richer contextual information by progressively



Expert Systems With Applications 235 (2024) 121148X. Ma et al.
Fig. 2. The architecture of our proposed method. The green arrows represent the local skip connections, while the purple arrows represent the feedback paths.
filling in the hole. Similarly, Li et al. (2020) introduced a recurrent
feature reasoning (RFR) method, which can recurrently predict the hole
boundaries of convolutional feature maps. However, these approaches
possess certain limitations, as previously described.

Uncertainty Estimation. There are two major types of uncer-
tainty that we can model: aleatoric uncertainty and epistemic uncer-
tainty (Kendall & Gal, 2017). Some works have studied uncertainty
estimation in terms of the input data, labels, model weights, and so
on Choi et al. (2019), Tang et al. (2020), Wu et al. (2020). Kendall
et al., proposed a Bayesian SegNet that can predict pixel-wise class
labels with a measure of model uncertainty. Yu, Li, et al. (2019)
proposed a method that models the representation of each person image
as a Gaussian distribution as well as a predicted variance that depicts
the uncertainty of the extracted features. Tang et al. (2020) proposed
an uncertainty-aware score distribution learning approach, where the
action was treated as an instance related to a score distribution. Kundu
et al. (2022) proposed a multi-representation pose network (MRP-Net)
for 3D human pose estimation. The adaptation process of the MRP-
Net aims to minimize the uncertainty for the unlabeled target images
while maximizing it for an extreme out-of-distribution dataset. In this
work, our goal is to develop a model that can not only predict an
inpainting output but also estimate an uncertainty map that pertains
to the predicted result. In contrast to prior techniques, we refrain
from utilizing additional modules to predict the uncertainty map, thus
avoiding a rise in the computational cost. Additionally, we deliberately
incorporate the estimation of uncertainty during the training process
by designing a loss function that enables the model to self-calibrate and
learn an explainable uncertainty map.

3. Methodology

In this section, we will first introduce our network framework
and the adaptive integration feedback block. Then, we will discuss
the details of our iterative inpainting process and the corresponding
uncertainty map. Lastly, we will outline the loss functions utilized in
our approach.

3.1. Network framework

As illustrated in Fig. 2, our proposed method involves unfolding
into 𝑇 iterations, during which the feedback mechanism operates in the
latent space, and the predicted uncertainty map depicts the aleatoric
uncertainty. Each unfolded network comprises three fundamental com-
ponents: a shallow feature extraction block, an adaptive integration
feedback block, and a reconstruction module. At the 𝑡th iteration, the
input image, corresponding mask, and output image are represented
3

Fig. 3. The architecture of the proposed adaptive integration feedback block. 𝐷𝑖𝑐𝑜𝑛𝑣
denotes the dilated convolution.

by 𝑋, 𝑀 , and 𝑌𝑡, respectively. To extract shallow features containing
information from the input image, we apply two convolutional layers,
resulting in 𝐹 𝑡

𝑖𝑛.
During the 𝑡th iteration, we feed the hidden state from the previous

iteration, 𝐹 𝑡−1
𝑜𝑢𝑡 , and the shallow feature, 𝐹 𝑡

𝑖𝑛, into the adaptive integra-
tion feedback block. The resulting output of the adaptive integration
feedback block is denoted as 𝐹 𝑡

𝑜𝑢𝑡, which can be expressed as:

𝐹 𝑡
𝑜𝑢𝑡 = 𝐻𝐴𝐼𝐹𝐵(𝐹 𝑡−1

𝑜𝑢𝑡 , 𝐹
𝑡
𝑖𝑛), (1)

where, 𝐻𝐴𝐼𝐹𝐵(⋅) represents our proposed adaptive integration feedback
process.

The reconstruction module consists of two transposed convolutional
layers, responsible for producing the inpainting results and correspond-
ing uncertainty maps:

𝑌 𝑡, 𝑈 𝑡 = 𝐻𝑅𝑃 (𝐹 𝑡
𝑜𝑢𝑡, 𝐹𝑠𝑘𝑖𝑝), (2)

where, 𝐻𝑅𝑃 (⋅) denotes the operation of the reconstruction module and
𝑈 𝑡 depicts the generated uncertainty map. The shallow feature, 𝐹𝑠𝑘𝑖𝑝,
is obtained through the local-source skip connection in the shallow
feature extraction block. Upon completing 𝑇 iterations, we obtain 𝑇
inpainting results and their corresponding uncertainty maps (i.e., {𝑌 1,
𝑌 2, … , 𝑌 𝑇 } and {𝑈1, 𝑈2, … , 𝑈𝑇 }).

3.2. Adaptive integration feedback block

To refine the low-level representation 𝐹 𝑡
𝑖𝑛 through the feedback

path, we utilize the hidden state 𝐹 𝑡−1
𝑜𝑢𝑡 . However, instead of using a

simple concatenation approach, we adopt a more adaptive method to
integrate information.

As depicted in Fig. 3, to integrate 𝐹 𝑡−1
𝑜𝑢𝑡 and 𝐹 𝑡

𝑖𝑛, We first apply
instance normalization to 𝐹 𝑡

𝑖𝑛:

𝐹 𝑡 =
𝐹 𝑡
𝑖𝑛 − 𝜇𝑐 , (3)
𝑖𝑛 𝜎𝑐
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where, 𝜇𝑐 and 𝜎𝑐 denote the mean and standard deviation of 𝐹 𝑡
𝑖𝑛 in

channel 𝑐, respectively. Then, we use an adaptive integration feedback
process that involves denormalizing the normalized feature map 𝐹 𝑡

𝑖𝑛
based on the feedback information from the previous iteration. Specif-
ically, we compute a refined version of 𝐹 𝑡

𝑖𝑛, denoted as 𝐴𝑡, as follows:

𝐴𝑡 = 𝐻𝐴(𝛾 𝑡, 𝛽𝑡, 𝐹 𝑡
𝑖𝑛) = (1 + 𝛾 𝑡)⊗ 𝐹 𝑡

𝑖𝑛 + 𝛽𝑡, (4)

where 𝐻𝐴(⋅) denotes the fusion operation function. 𝛾 𝑡 and 𝛽𝑡 are scale
and shift factors that are derived after convolving the feature map 𝐹 𝑡−1

𝑜𝑢𝑡
at the 𝑡th iteration. The dimensions of 𝛾 𝑡 and 𝛽𝑡 are the same as that
of 𝐹 𝑡

𝑖𝑛. Finally, 𝐴𝑡 is fed into U-Net (Ronneberger et al., 2015) (black
color flows) to obtain 𝐹 𝑡

𝑜𝑢𝑡.

3.3. Iterative inpainting with uncertainty estimation

Our model generates both an inpainting result and a corresponding
uncertainty map at each iteration. These outputs are then utilized
to guide the whole image inpainting process through a novel loss
function:

𝑡
𝑢𝑛𝑐 = − 1

|𝛺|

∑

𝜇𝜈∈𝛺
𝑙𝑛 1
√

2𝑈 𝑡
𝜇𝜈

𝑒𝑥𝑝
−

√

2𝑡𝑟𝑒𝑐,𝜇𝜈
𝑈𝑡
𝜇𝜈 , (5)

where 𝛺 denotes the image pixel coordinate. 𝑟𝑒𝑐,𝜇𝜈 represents the 1
loss between the pixel intensities at location 𝜇𝜈:

𝑡
𝑟𝑒𝑐,𝜇𝜈 =∥ 𝑌 𝑡

𝜇𝜈 − 𝑌𝜇𝜈 ∥1, (6)

where 𝑌 denotes the ground truth image.
Modeling uncertainty is crucial for effectively addressing the un-

derdetermined inverse problem that arises in image inpainting (Zhao
et al., 2020). We accomplish this by creating a self-calibrated model
and learning a meaningful uncertainty map (Kendall & Gal, 2017; Wu
et al., 2020), which enables us to minimize the loss function 𝑢𝑛𝑐 .
By providing information about which parts of the image hole are
successfully filled, the uncertainty map enables the model to learn more
effectively and ultimately improve the quality of the inpainted image.
Eq. (5) can be rephrased as:

𝑡
𝑢𝑛𝑐 =

√

2
|𝛺|

∑

𝜇𝜈∈𝛺
[
𝑡
𝑟𝑒𝑐,𝜇𝜈

𝑈 𝑡
𝜇𝜈

+ 𝜆𝑡𝑈𝑈
𝑡
𝜇𝜈 ]. (7)

The model prioritizes processing low-uncertainty pixels during each
iteration while postponing the processing of high-uncertainty pixels
(i.e., those with uncertain predictions) until the next iteration. We
apply a penalty to the estimated uncertainty map using values of 𝜆𝑡𝑈 =
{1, 2, 4, 8}.

Fig. 4 illustrates the inpainting results and corresponding uncer-
tainty maps at different iterations. It is evident that the uncertainty of
the inpainting result decreases progressively as 𝑡 increases. Addition-
ally, the quality of the image inpainting results also gradually improves
as 𝑡 increases, providing compelling evidence for the effectiveness of
our proposed method.

3.4. Loss function

Perceptual Loss. To align with human perception of image quality,
we introduce the concept of perceptual loss:

𝑡
𝑝𝑒𝑟 =

1
𝑁

𝑁
∑

𝑖=1
∥ 𝛷𝑖(𝑌 ) −𝛷𝑖(𝑌 𝑡) ∥1, (8)

where, 𝛷 is a VGG-16 network pre-trained on ImageNet (Deng et al.,
2009; Simonyan & Zisserman, 2015). 𝛷𝑖(⋅) outputs feature maps of the
𝑖th pooling layer. We adopt 𝑝𝑜𝑜𝑙-1, 𝑝𝑜𝑜𝑙-2, and 𝑝𝑜𝑜𝑙-3 layers of the
pre-trained VGG-16 in this work.

Style Loss. To facilitate the recovery of image textures, we also
incorporate the style loss. This loss is computed as the  -norm between
4

1

Fig. 4. Illustration of inpainting results and their corresponding uncertainty maps at
different iterations. ‘‘Iter t’’ denotes the 𝑡th iteration.

the Gram matrices of feature maps generated by VGG-16 (Liu et al.,
2018; Xie et al., 2019).

𝑡
𝑠𝑡𝑦𝑙𝑒 =

1
𝑁

𝑁
∑

𝑖=1

1
𝐶𝑖 ⋅ 𝐶𝑖

∥ 𝛷𝑖(𝑌 )(𝛷𝑖(𝑌 ))𝑇

− 𝛷𝑖(𝑌 𝑡)(𝛷𝑖(𝑌 𝑡))𝑇 ∥1,

(9)

where, 𝐶𝑖 represents the channel number of the feature map at the 𝑖th
layer in the pre-trained VGG-16.

Total Variation Loss. It is computed on the region surrounding the
hole, which includes an additional 1-pixel dilation and enforces visual
coherence among the image pixels.

𝑡
𝑡𝑣 = 1

𝑁
∑

(𝑖,𝑗),(𝑖,𝑗+1)∈𝛩
∥ 𝑌𝑖,𝑗+1 − 𝑌𝑖,𝑗 ∥1

+ 1
𝑁

∑

(𝑖,𝑗),(𝑖+1,𝑗)∈𝛩
∥ 𝑌 𝑡

𝑖+1,𝑗 − 𝑌 𝑡
𝑖,𝑗 ∥1,

(10)

where 𝛩 indicates the unknown regions.
Adversarial Loss. To improve the visual quality of inpainting re-

sults, we introduce the Wasserstein distance (Gulrajani et al., 2017) as
the GAN loss:
𝑡
𝑎𝑑𝑣 = min

𝐺
max
𝐷

E𝑌∼𝑃𝑌 𝐷(𝑌 ) − E𝑌 𝑡∼𝑃𝑌 𝑡
𝐷(𝑌 𝑡)

+ 𝜆E𝑌 ′∼𝑃𝑌 ′
((∥ ∇𝑌 ′𝐷(𝑌 ′ ∥)2) − 1)2,

(11)

where 𝐷(⋅) means the discriminator and 𝑌 ′ is a resized version with a
random scale factor that is sampled from 𝑌 𝑡 and 𝑌 . We set 𝜆 as 10 in
this work.

Model Objective. The model objective of our method consists of
the aforementioned loss functions:

 = 1
𝑇

𝑇
∑

𝑡=1
𝜔𝑡(𝜆𝑢𝑛𝑐𝑡

𝑢𝑛𝑐 + 𝜆𝑝𝑒𝑟𝑡
𝑝𝑒𝑟

+ 𝜆𝑠𝑡𝑦𝑙𝑒𝑡
𝑠𝑡𝑦𝑙𝑒 + 𝜆𝑡𝑣𝑡

𝑡𝑣 + 𝜆𝑎𝑑𝑣𝑡
𝑎𝑑𝑣),

(12)

where, 𝜆𝑢𝑛𝑐 , 𝜆𝑝𝑒𝑟, 𝜆𝑠𝑡𝑦𝑙𝑒, 𝜆𝑡𝑣, 𝜆𝑎𝑑𝑣 are the hyperparameters of the loss func-
tions and set as 1, 0.1, 240, 0.1 and 0.01 (Nazeri et al., 2019). 𝜔𝑡 is a
constant factor, which indicates the importance of the output at the 𝑡th
iteration. We set it as 1 for each iteration (Zamir et al., 2017).

4. Experiments

In this section, we will provide a detailed explanation of our exper-
imental setup and present the results of extensive experimental evalu-
ations. To demonstrate the effectiveness of our proposed method, we
conducted both quantitative and qualitative experiments over multiple
state-of-the-art image inpainting approaches. The compared methods
are CA (Yu et al., 2018), DFNet (Hong et al., 2019), CatedConv (Yu,
Lin, et al., 2019), LBAM (Xie et al., 2019), RFR (Li et al., 2020) and
CoordFill (Liu et al., 2023). To ensure a fair evaluation, we trained
these models until convergence under the same experimental setting
as ours.
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Fig. 5. Qualitative comparison of the proposed U2AFN method against other state-of-the-art inpainting methods on the Paris StreetView dataset.
Table 1
The quantitative evaluation results of CA (Yu et al., 2018), DFNet (Hong et al., 2019), LBAM (Xie et al., 2019), GatedConv (Yu, Lin, et al., 2019), RFR (Li et al.,
2020), MAT (Li et al., 2022), CoordFill (Liu et al., 2023) and our proposed U2AFN on CelebA-HQ and Places2 datasets.

Dataset CelebA-HQ Places2

Mask Ratio 10%–20% 20%–30% 30%–40% 40%–50% 10%–20% 20%–30% 30%–40% 40%–50%

CA

mean 𝑙1a

0.0183 0.0329 0.0458 0.0718 0.0204 0.0371 0.0529 0.0745
DFNet 0.0158 0.0306 0.0456 0.0792 0.0172 0.0331 0.0483 0.0685
LBAM 0.0131 0.0249 0.0354 0.0580 0.0177 0.0341 0.0497 0.0705
GatedConv 0.0145 0.0268 0.0384 0.0584 0.0206 0.0383 0.0554 0.0793
RFR 0.0159 0.0314 0.0500 0.0876 0.0267 0.0518 0.0736 0.1030
MAT 0.0185 0.0325 0.0444 0.0460 0.0201 0.0342 0.0546 0.0714
CoordFill 0.0157 0.0323 0.0378 0.0522 0.0181 0.0381 0.0510 0.0712
Ours 0.0113 0.0215 0.0308 0.0459 0.0169 0.0309 0.0447 0.0641

CA

PSNRb

25.75 22.59 21.18 18.80 26.23 22.79 20.75 18.82
DFNet 26.75 23.33 21.44 18.39 27.31 23.72 21.65 19.74
LBAM 27.90 24.68 23.14 20.78 27.07 23.42 21.34 19.49
GatedConv 27.74 24.22 22.51 20.35 26.33 22.61 20.42 18.34
RFR 26.88 23.34 20.98 17.94 23.55 20.10 18.42 16.77
MAT 26.77 22.29 23.43 20.85 23.25 20.81 20.66 19.15
CoordFill 27.75 23.74 22.41 20.37 26.03 23.14 20.42 19.34
Ours 29.20 25.82 24.13 22.10 27.44 24.35 22.32 20.36

CA

SSIMb

0.9245 0.8620 0.7955 0.6610 0.8956 0.8072 0.7120 0.5731
DFNet 0.9348 0.8763 0.8106 0.6866 0.9040 0.8167 0.7230 0.5903
LBAM 0.9468 0.8990 0.8490 0.7453 0.9011 0.8105 0.7157 0.5792
GatedConv 0.9460 0.8948 0.8389 0.7365 0.8954 0.8056 0.7092 0.5688
RFR 0.9415 0.8831 0.8050 0.6448 0.8547 0.7397 0.6264 0.4610
MAT 0.8848 0.8434 0.8280 0.7612 0.8949 0.8185 0.7271 0.5987
CoordFill 0.9306 0.8841 0.8193 0.7264 0.8751 0.7967 0.7172 0.5864
Ours 0.9575 0.9171 0.8745 0.8000 0.9052 0.8284 0.7422 0.6152

aLower is better.
bHigher is better.
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.1. Experiment settings

Dataset. We have conducted a series of experiments on three
ublicly available datasets, namely CelebA-HQ (Karras et al., 2018),
aris StreetView (Doersch et al., 2015), and Places2 (Zhou et al.,
017). CelebA-HQ consists of high-quality images of human faces,
aris StreetView comprises street images, and Places2 is the most
emanding dataset among the three, containing over 10 million images
panning more than 365 scene categories. We used the original training
nd testing splits for both the Paris StreetView and Places2 datasets.
egarding CelebA-HQ, we randomly selected 28,000 images to create
ur training set, while using the remaining images for the testing set.
Implementation Details. During both the training and testing

hases, we resized all the images to 256 × 256 pixels and applied
ata augmentation techniques such as flipping. Following the approach
roposed by Liu et al. (2018), masks were generated automatically
n-the-fly during the training. The masks were classified based on the
elative size of the unknown regions to the whole image, such as 20%–
0%. After further investigation, we have decided to set the number of
terations to 4 and use the Adam optimizer with a learning rate of 10−4

or training. Note that our model generates inpainting results directly
ithout requiring any external post-processing.
5

w

.2. Quantitative results

We performed quantitative experiments on three datasets with vary-
ng mask ratios, and evaluated our results using three different metrics,
ncluding mean 𝑙1 error, structural similarity index (SSIM), and peak
ignal-to-noise ratio (PSNR). All the aforementioned metrics are widely
sed to evaluate the quality of inpainted images. To elaborate, the mean
1 error measures the average difference between the predicted and the
round truth images, with a lower value indicating better performance.
SIM measures the structural similarity between the predicted and the
round truth images, taking into consideration of luminance, contrast,
nd structure. A higher SSIM score denotes better similarity between
he two images. PSNR measures the ratio between the maximum possi-
le power of the signal and the power of corrupting noise, with a higher
SNR indicating less distortion in the image.

Our results, presented in Table 1, demonstrate that the proposed
ethod outperforms state-of-the-art approaches on all three datasets in

erms of PSNR, SSIM, and mean 𝑙1 error. These findings suggest that
ur proposed approach can effectively fill in the missing regions in the
mages while enabling the structural and semantic information to be
ell preserved for the original image.
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Fig. 6. Qualitative comparisons of the proposed U2AFN method against other state-of-the-art inpainting algorithms on Places2 dataset.
Fig. 7. Qualitative comparisons of the proposed U2AFN method against other state-of-the-art inpainting algorithms on the CelebA-HQ dataset.
Table 2
Analysis of the influence of hyper-parameters in the loss function.

Type -Adv -TV -Style -Perceptual Full model

PSNR 21.66 21.78 21.92 21.78 22.32
SSIM 0.6924 0.6948 0.6998 0.6952 0.7422

4.3. Qualitative results

In this section, we also show the qualitative experiments on the
three datasets in order to evaluate the visual and semantic coherence.
To achieve this, we utilize irregular masks, commonly known as free-
form masks, to corrupt the test images, as shown in Figs. 5, 6, and
7. Our analysis reveals that methods such as CA (Yu et al., 2018),
DFNet (Hong et al., 2019), LBAM (Xie et al., 2019), GatedConv (Yu,
Lin, et al., 2019), RFR (Li et al., 2020), MAT (Li et al., 2022) and
CoordFill (Liu et al., 2023) produced inpainting results with noticeable
artifacts and color discrepancies. In contrast, our proposed approach
generates semantically reasonable inpainting results with rich texture
details. These findings have corroborated that our method outperforms
state-of-the-art techniques in the qualitative experiment setting.

4.4. Object removal

In this section, our objective is to eliminate distracting objects from
Figs. 1 and 10. We present a comparison of our proposed approach
with other methods including CA (Yu et al., 2018), DFNet (Hong et al.,
2019), LBAM (Xie et al., 2019), and GatedConv (Yu, Lin, et al., 2019)
in Fig. 10. Unlike the compared methods, our proposed approach can
generate alternative contents that are both realistic and coherent by
effectively utilizing both global semantics and local texture details.
6

Fig. 8. Analysis of the impact of the number of iterations 𝑇 on the Places2 dataset.

Table 3
Ablation study experiments on the Places2 dataset to analyze the effects of the
uncertainty estimation and feedback path components of our method.

Mask Ratio uncertainty ✗ ✓ ✗ ✓

feedback ✗ ✗ ✓ ✓

20%-30% PSNR 21.40 21.81 23.85 24.35
SSIM 0.7535 0.7565 0.8162 0.8284

30%-40% PSNR 19.95 20.30 21.89 22.32
SSIM 0.6507 0.6541 0.7253 0.7422
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Fig. 9. Images generated by different variants of our proposed method. (a) displays the
input images with irregular masks. (b), (c), and (d) correspond to results obtained using
models without the uncertainty estimation and/or feedback connection components. (e)
shows the inpainting result generated by our full model.

Fig. 10. Comparison of the proposed method against existing works on the object
removal task.

Table 4
Analysis of the information fusion method in the adaptive integration feedback block.

Mask Ratio 20%-30% 30%-40%

Fusion Type Concatenation Adaptive Concatenation Adaptive

PSRN 25.30 25.82 23.88 24.13
SSIM 0.8680 0.9171 0.8334 0.8745

able 5
nalysis of model efficiency with respect to varying feedback iterations.
T 1 2 3 4 5

Time(s) 0.01186 0.02115 0.03054 0.03988 0.04937
MACs(G) 47.837 92.166 136.494 180.823 225.151

.5. Model efficiency

To test the impact of feedback iterations, we measured the infer-
nce time (in seconds) and multiply-accumulate operations (MACs) to
valuate the inference efficiency on a single GPU. Table 5 presents the
esults, where the inference time increases as 𝑇 becomes larger. For
nstance, when 𝑇 equals 4, the inference time is 0.03988 s, which is
till considered to be reasonable. Additionally, we calculated the MACs
sing an input size of 3 × 256 × 256.

.6. Ablation study

In this section, we will examine the impact of uncertainty estimation
escribed in Section 3.3, feedback connections described in Section 3.2,
oss functions, as well as the number of iterations 𝑇 .
Effect of the components. We train variants of our proposed

ethod, including ones without uncertainty estimation and/or feed-
ack connections, on Places2 using a mask ratio of 20% to 30% and
0% to 40%. From Table 3, we see that the baseline model without
7

uncertainty estimation and feedback connections, under a mask ratio of
20% to 30%, has PSNR and SSIM values of 21.40 and 0.7535, respec-
tively. When we add uncertainty estimation and feedback connections
to the baseline model, the performance of the model improves relative
to the baseline. This indicates that both of these modules bring benefits
to the task of image inpainting. We observe that adding these two
modules to the baseline model provides the greatest improvement in
model performance, resulting in a PSNR gain of 2.95 and an SSIM
gain of 0.0749, respectively. Additionally, Fig. 9 shows that incom-
plete models often produce inpainting results with noticeable artifacts,
while our full-fledged model effectively suppresses artifacts and color
discrepancies.

Effect of the loss functions. To evaluate the effectiveness of indi-
vidual loss functions, we conducted experiments in which we removed
the perceptual loss, style loss, TV loss, and adversarial loss separately.
We then tested the resulting model variants on the Places2 dataset,
using a mask ratio of 30% to 40%. Our findings, presented in Table 2,
indicate a decline in performance compared to the full model where all
the loss functions were used. These results effectively demonstrate the
significance of each loss function in achieving the best performance.

Effect of the information fusion methods. We conducted ablative
experiments on the information fusion method in the Adaptive Integra-
tion Feedback Block on the CelebA-HQ dataset. From Table 4, it can
be observed that under a mask ratio of 20%–30%, the values of PSNR
and SSIM using the adaptive integration method are 25.82 and 0.9171,
respectively, which are higher by 0.21 and 0.0482 compared to the
Cat method. Under a mask ratio of 30%–40%, the adaptive integration
information fusion method yields the highest performance gain for the
model.

Study of 𝑇 . Our investigation into the impact of the number of
iterations, 𝑇 , revealed the efficacy of employing a feedback connection
in the network. As illustrated in Fig. 8, the reconstruction performance
of the network with the feedback connection exhibits significant im-
provement compared to that without it (i.e., 𝑇 = 1). Additionally, we
observe a consistent boost in reconstruction performance as the number
of iterations, 𝑇 , increases. However, the performance seems to plateau
when 𝑇 reaches 5. Therefore, we set 𝑇 to 4 to conserve computing
resources while still achieving optimal inpainting results.

4.7. Limitations, application, and future works

Our method requires four iterations of feedback to achieve optimal
performance, which inevitably increases the inference time. In practical
applications, our work can be applied to scenarios such as watermark
removal, face occlusion detection/recognition, and object removal. In
the future, we will improve our model architecture by exploring the
integration of CNN and Transformer to design a model structure that is
suitable for image inpainting.

5. Conclusion

This paper introduces U2AFN, a novel approach for generating
visually realistic and semantically plausible alternative content for
image inpainting in missing regions. The proposed method leverages
an adaptive integration feedback block to effectively combine low-
level and high-level information, thereby enhancing the quality of
the generated images. Additionally, U2AFN incorporates uncertainty
maps to guide the entire generation process, ensuring more precise and
dependable results. Extensive experimentation on CelebA-HQ, Places2,
and Pairs StreetView datasets verifies the superior performance of our
method compared to existing approaches. These findings underscore
the potential of U2AFN as a promising solution for image inpainting
tasks.
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